Predicting Neurological Outcome from Electroencephalogram Dynamics in Comatose Patients after Cardiac Arrest with Deep Learning
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Abstract—Objective: Most cardiac arrest patients who are successfully resuscitated are initially comatose due to hypoxic-ischemic brain injury. Quantitative electroencephalography (EEG) provides valuable prognostic information. However, prior approaches largely rely on snapshots of the EEG, without taking advantage of temporal information. Methods: We present a recurrent deep neural network with the goal of capturing temporal dynamics from longitudinal EEG data to predict long-term neurological outcomes. We utilized a large international dataset of continuous EEG recordings from 1,038 cardiac arrest patients from seven hospitals in Europe and the US. Poor outcome was defined as a Cerebral Performance Category (CPC) score of 3-5, and good outcome as CPC score 0-2 at 3 to 6-months after cardiac arrest. Model performance is evaluated using 5-fold cross validation. Results: The proposed approach provides predictions which improve over time, beginning from an area under the receiver operating characteristic curve (AUC-ROC) of 0.78 (95% CI: 0.72-0.81) at 12 hours, and reaching 0.88 (95% CI: 0.85-0.91) by 66 h after cardiac arrest. At 66 h, (sensitivity, specificity) points of interest on the ROC curve for predicting poor outcomes were (32,99)%, (55,95)%, and (62,90)%, (99,23)%,(95,47)%, and (90,62)%; whereas for predicting good outcome, the corresponding operating points were (17,99)%,(47,95)%, (62,90)%, (99,19)%, (95,48)%, and (70,90)%. Moreover, the model provides predicted probabilities that closely match the observed frequencies of good and poor outcomes (calibration error 0.04). Conclusions and Significance: These findings suggest that accounting for EEG trend information can substantially improve prediction of neurologic outcomes for patients with coma following cardiac arrest.
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I. INTRODUCTION

Cardiac arrest (CA) is the third leading cause of death in the US, with more than 356,000 out-of-hospital cardiac arrests (OHCA) annually [1]. Most patients surviving to hospital admission arrive in coma due to hypoxic-ischemic brain injury, and some patients are treated with targeted temperature management (TTM) to prevent further brain injury [2]. Early and accurate prediction of neurologic outcome is critical for clinical decision making and timely interventions, and several guidelines have been proposed to guide prognostication after cardiac arrest in recent decades. [3], [4] Beyond clinical examination, several ancillary tests can support outcome prediction. These include electroencephalogram (EEG) monitoring, somatosensory evoked potentials, and neuroimaging. [5–8] However, there is significant variability between patient presentations and brain injury patterns, making accurate prediction of outcomes challenging.

Recent literature has shown that early EEG patterns observed over the first few days following post-cardiac arrest are strongly associated with good or poor neurologic outcomes, and that the strength of these associations for some features
is time-dependent [9], [10]. For example, burst suppression, isoelectric patterns, and certain epileptiform patterns are associated with poor outcomes, with the strength of the association depending on the type and timing, and the strength of this association grows stronger 24 hours or later after cardiac arrest. [9], [11] The association between poor outcomes and burst suppression with identical bursts has been reported to be very strong [12], and isoelectric EEG patterns become strongly predictive of poor outcomes only when these persist 12 hours or later after cardiac arrest. By contrast, a continuous EEG background with normal amplitude within 12 h and preserved EEG reactivity are associated with a high likelihood of favorable outcomes. [7], [9], [12]–[16] However, due to the high volume and heterogeneity of continuous EEG data, clinicians reviewing EEG data manually are unable to provide optimal prognostic information and visual EEG review can suffer from intra- and inter-observer variability [11], [17]–[19].

Thus, despite widespread adoption of EEG monitoring in comatose cardiac arrest patients, full EEG interpretation remains challenging. In contrast, quantitative analysis of continuous EEG offers automated reproducible measurements. [20]–[22]

Although the EEG after cardiac arrest is dynamic, few studies have investigated the prognostic value of EEG trend information. If trends in EEG features carry important prognostic information, algorithms should be able to leverage these trends to make increasingly more accurate predictions with increasing duration of brain activity monitoring. However, previous algorithms have had limited ability to leverage changes across consecutive hours of EEG monitoring. Most recent studies focus on the first 24 hours after cardiac arrest [9], [23], and most prior algorithms make predictions based on isolated time windows within this early period without integrating the evolution of the EEG across time. It is unclear whether long-term EEG dynamics can be leveraged to improve the accuracy of neurologic prognosis, and it is unclear how best to aggregate information across time both within and beyond the first 24 hours.

Recent advances in machine learning (ML) can help deal with the challenges making predictors from complex data in healthcare settings [24]–[28]. ML approaches have been used to leverage EEG data to predict neurological outcomes in comatose patients after cardiac arrest. [21], [29]–[31] However, the performance of some of these algorithms did not improve monotonically with increasing duration of observation, and in fact worsened in one study including data beyond 24 h [32].

While one conclusion could be that EEG beyond the first 24 hours does not add to discrimination between good and poor outcome groups, we hypothesize that prior approaches have not made optimal use of trend information. A previous study demonstrated that a simple time-sensitive model that leverages time-varying features outperforms baseline methods that are time-insensitive when evaluated on the same dataset [31]. More recently, deep neural networks, specifically convolutional neural networks, were shown to perform best in outcome prediction at 12 and 24 hours after cardiac arrest [29]. However, these prior results have an important limitation in that the long-term trends in the EEG are not explicitly modeled. Deep neural networks with the ability to make use of long-term trends in EEG have not yet been explored.

In this study, we develop a deep learning model for neurologic outcome prediction which leverages trend information in continuous EEG data to improve outcome prediction in patients with coma following cardiac arrest. The performance of our proposed model is evaluated on a large multi-center cardiac arrest EEG dataset (1,038 patients), with data from seven hospitals in Europe and the US. We show that performance of the proposed model exceeds that of other prior new models when evaluated in our cohort. [20], [21], [31], [32] Furthermore, we show how our models performance continuously improves with increasing duration of observation, well beyond the initial 24 hours of monitoring.

## II. MATERIALS AND METHODS

### A. Dataset

We developed deep learning models using the multi-center cardiac arrest EEG dataset of the International Cardiac Arrest Consortium (ICARE) with 1,038 patients from seven hospitals in Europe and the US (Fig. 1a). The seven hospitals were Medisch Spectrum Twente (Enschede, Netherlands), Rijnstate Hospital (Arnhem, Netherlands), Erasmus Hospital (ULB, Brussels, Belgium), Brigham and Womens Hospital (BWH, Boston MA, USA), , Brigham and Women’s Hospital, Massachusetts General Hospital (MGH, Boston MA, USA), and Yale New Haven Hospital (YNH, New Haven, CT, USA). The cardiac arrest EEG monitoring protocols at participating institutions were initiated during hypothermia and continued upon rewarming for a total of approximately 48–72 hours. We developed an international multicenter EEG dataset (ICARE, International Cardiac Arrest EEG Consortium), to achieve a large and diverse cohort [29], [31]. The ICARE dataset contains approximately 58,000 hours of prospectively collected clinical EEG data, patient demographic information, and medical information from the time of admission up 6 months after cardiac arrest. The study was based on a retrospective observational cohort. The research protocol was approved by the Institutional Review Boards of participating hospitals. Written informed consent was not required for this retrospective study.

Neurologic outcomes were assessed using the Cerebral Performance Category (CPC) scale (1–5) at 3 or 6 months after hospital discharge after cardiac arrest [8], [33]. Good outcome was defined as a CPC score of 1 or 2 (minimal to moderate neurologic disability), and poor outcome was defined as a CPC score of 3–5 (severe neurologic disability, persistent coma or vegetative state, or death). Four institutions (MGH, BWH, YNH, and BIDMC) assessed best CPC scores retrospectively through chart review at 6 months and one (ULB) at 3 months. In these institutions, CPC scores were not further reviewed for patients who achieved a good outcome (CPC 1–2) or died by hospital discharge [34]. Subjects discharged with a CPC of 3–4 had additional chart reviews performed to evaluate for recovery or worsening in CPC at 6 months from cardiac arrest. Less than 2% of subjects included required this review. Two institutions recorded CPC scores prospectively through phone or in-person interview for surviving patients (Medisch
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### Table I

<table>
<thead>
<tr>
<th>CPC group</th>
<th>CPC 1</th>
<th>CPC 2</th>
<th>CPC 3</th>
<th>CPC 4</th>
<th>CPC 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of patients</td>
<td>303</td>
<td>70</td>
<td>31</td>
<td>17</td>
<td>617</td>
</tr>
<tr>
<td>Age (years)</td>
<td>57 (15)</td>
<td>56 (15)</td>
<td>66 (11)</td>
<td>54 (21)</td>
<td>62 (16)</td>
</tr>
<tr>
<td>Female gender (%)</td>
<td>29.04</td>
<td>24.29</td>
<td>25.08</td>
<td>20.71</td>
<td>22.57</td>
</tr>
<tr>
<td>Shockable rhythm (VFib/VfI, %)</td>
<td>71</td>
<td>67</td>
<td>42</td>
<td>41</td>
<td>31</td>
</tr>
<tr>
<td>EEG start time (h)</td>
<td>17 (14)</td>
<td>16 (16)</td>
<td>16 (13)</td>
<td>20 (6)</td>
<td>20 (17)</td>
</tr>
<tr>
<td>EEG duration (h)</td>
<td>32 (33)</td>
<td>63 (44)</td>
<td>69 (51)</td>
<td>99 (60)</td>
<td>53 (40)</td>
</tr>
<tr>
<td>Out-of-hospital CA (N/A)</td>
<td>232 (21)</td>
<td>50 (6)</td>
<td>17 (4)</td>
<td>14 (0)</td>
<td>439 (43)</td>
</tr>
<tr>
<td>TTM (N/A)*</td>
<td>261 (34)</td>
<td>61 (7)</td>
<td>26 (5)</td>
<td>11 (2)</td>
<td>314 (64)</td>
</tr>
</tbody>
</table>

VfI: ventricular fibrillation; VT: ventricular tachycardia; TTM: targeted temperature management.

We identified the following typical types of artifacts for each 5-s epoch: 1) abnormally high amplitude values above 500 µV; 2) small standard deviation of the signal (< 0.2 µV) for more than 2 s within the 4 second epoch; 3) overly fast amplitude change with more than 900 µV within 0.1 s; 4) staircase-like spectral patterns (commonly caused by ICU machines such as cooling blankets or pumps). Clinical EEG recorded in the intensive care environment often contains artifacts and noise.

Therefore, we developed a preprocessing pipeline to reduce the influence of artifacts and noise. The steps of the pipeline were as follows: 1) an artifact detection algorithm was used to assign an artifact indicator (0/1) to each consecutive 5-s EEG epoch (applied without overlap). 2) Signal quality was calculated as the percentage of clean epochs within each 5-min EEG segment. 3) The quality scores were then used as weights to the EEG features from each segment and the weight averaged features were used as the inputs to the models.

We extracted nine clinically interpretable EEG features for each bipolar channel with a sliding 5-min time window without overlapping: burst suppression ratio, Shannon entropy, δ (0.5-4 Hz), θ (4-7 Hz), α (8-15 Hz), β (16-31 Hz) band power, α/δ ratio, regularity, and spike frequency. The extracted features were averaged over all bipolar channels to provide inputs to the machine learning models. The sequences of EEG features at each 6-h time interval were used as inputs of the time-dependent models. In cases of intermittent missing data (periods when EEG monitoring was interrupted), missing epochs were interpolated to values in the nearest available epochs.

### B. Data Preprocessing and Feature Extraction

EEGs were recorded routinely with 19 electrodes according to the international 10-20 system. Recorded EEGs were heterogeneous across hospitals in terms of channel names, sampling rates, etc. The raw data were standardized by matching channel names, applying digital bandpass filters (0.5-30 Hz), and resampling to 100 Hz. EEGs were re-referenced to 18 bipolar channels (Fp1-F7, F7-T3, T3-T5, T5-O1, Fp2-F8, F8-T4, T4-T6, T6-O2, Fp1-F3, F3-C3, C3-P3, P3-O1, Fp2-F4, F4-C4, C4-P4, P4-O2, Fz-Cz, Cz-Pz). We chose bipolar referencing for three main reasons: 1) to reduce artifacts such as ECG, which can contaminate the common average reference; 2)
in prior work to separate burst suppression patterns from continuous patterns [20]. For calculating regularity, the EEG signal was smoothed with a moving average, and the data points of smoothed signals were sorted in descending order [20]. The normalized standard deviation of the sorted signal was calculated was a feature for regularity. The normalized standard deviation of the sorted signal was measured as a feature for regularity. 

### C. Model Architecture

Our approach views neurologic outcome prediction as a progressive goal, based on analysis of the evolution of brain states. The states are manifest by different characteristic EEG patterns (Fig. 1b). Prior work by us and others [31], [37] shows that some EEG patterns are strongly associated with a good or poor outcome when seen at any time, e.g., epileptiform patterns (e.g. generalized periodic discharges on a flat background or burst suppression with identical bursts), while the prognostic significance of some intermediate EEG patterns is strongly time dependent, e.g., discontinuity in the EEG [31].

We aimed to endow our outcome prediction model with the ability to capture long-term EEG dynamics to improve overall prediction performance. To achieve this, we developed a time-dependent deep learning model with bidirectional long-short memory recurrent neural networks (Bi-LSTM).

The input sequences for this model have two components that are concatenated: 1) a mean historical feature sequence: this is obtained by averaging the sequences of feature vectors from all prior 6-hour epochs. Each such sequence contains 72 feature vectors (one from each consecutive 5-minute window), and averaging these sequences produces a single average sequence. Epochs with missing data were interpolated to values in the nearest available epochs prior to averaging. The dimensions of this average sequence are 9 × 72 (9 features in each feature vector × 72 consecutive 5-minute periods in the 6-hour epoch). This average sequence of feature vectors provides historical context for the network in which to evaluate data from the current 6-hour window.

2) A current sequence: the sequence of EEG feature vectors from the current 6-hour epoch. The dimensions of this sequence are also 9 × 72 (9 features in each vector × 72 consecutive 5-minute periods). This arrangement is illustrated in Fig. 2b.

The Bi-LSTM learns temporal dependencies between time steps in the EEG time series by forward and backward processing (Fig. 2a). LSTM introduces multiple gating mechanisms to address the vanishing gradient problem in the backpropagation through time algorithm. The hyperparameters of the neural network were tuned by cross-validation. The best network architecture consisted of four Bi-LSTM layers, three dropout layers, one fully connected layer, and a softmax layer (Fig. 2c). We used multilayered Bi-LSTMs, which mapped the input time series into multiple hidden features. The last element of the output sequence from the top-level Bi-LSTM layer was used as the input for a fully connected layer. Dropout was used during training to help avoid overfitting, and a softmax layer was used to calculate the posterior probability of neurologic outcome. Cross entropy was used as the loss function. Stochastic gradient descent with momentum (SGDM) optimizer was applied to train the deep neural networks. Training samples for the neural network consisted of 6-hour EEG time blocks. The final stage of the neural network operating on each 6-hour block (NOMP, neurologic outcome prediction module) produces an estimate of the probability that the final neurologic outcome will be poor. In order to leverage information in past EEG time windows, we developed a sequence of Bi-LSTMs.
and averaged the output probabilities to arrive at the current predicted probability of a poor outcome (Fig. 2d).

D. Baseline Comparison

We compared the performance of our proposed model with state-of-the-art models on the same dataset. Previous studies found that a simpler convolutional architecture sometimes outperforms canonical recurrent networks, e.g., LSTM [38]. A recent study applied convolutional neural networks to outcome prediction and achieved better performance than previously reported predictors [29]. Therefore, we included a convolutional architecture called temporal convolutional network (TCN) for comparison [38]. TCN performs dilated convolution using multiple stacked convolutional layers. With dilated convolution, higher level convolutional layers have larger receptive fields. The TCN architecture also consists of multiple residual blocks, which allows layers to learn modifications to the identity mapping. [38] Another time-dependent model called a sequence of generalized linear models with Elastic Net regularization (SGLM with Elastic Net) was proposed recently [31]. This approach allows models operating at later time points later to consider both past and present features when making predictions. SGLM with Elastic Net can automatically select features based on $\alpha$ and $(1-\alpha)$ normalization. A conventional baseline classifier, Random Forest, was evaluated to show the performance of models without time dependency.

E. Hyperparameter Tuning

For Bi-LSTMs, we tuned the following hyperparameters: number of layers, number of neurons in each layer, maximal epochs. The ranges of numbers of layers and neurons were [1, 2, 3, 4] and [10, 20, 30, 40, 50], respectively. The maximal epochs were tuned in the range [50, 100]. Training data were shuffled every epoch and early stopping was used. We used internal cross validation for hyperparameter tuning (training and validation sets). The best hyperparameters were determined based on the average performance in internal cross validation using an validation set (a subset of the training data). The hyperparameters in each fold were the same in internal cross validation. For TCNs, four residual blocks were used containing dilated causal convolution layers with each 170 filters of size 15. The number of filters was tuned in the range [150, 250] with a step of 10. Filter size was tuned in the range [3, 15] with a step size (stride) of 2. The penalty parameter of SGLM with Elastic Net was tuned with the values of 0.5 and 1. For Random Forest, the number of trees was tuned between 20 and 90 with a step of 10. The best penalty parameter $\alpha$ in SGLM with Elastic Net was 1 and the best number of trees in Random Forest was 60.

F. Performance Evaluation Metrics

To quantify the stability of model performance, we used 5-fold external cross validation and report average performance and 95% confidence intervals. We randomly partitioned available data into 5 folds, where 4 folds were used train model parameters (training and validation sets in internal cross validation) and the remaining 1-fold was used for model evaluation (test set). The split of training, validation, and test sets was patient-independent within each of the 5 folds. Data from the same patients were exclusively in either in the training set or test set; no patient ever had data in both sets. The area under the receiver operating characteristic curve (AUC-ROC) and calibration error were used as evaluation metrics. Calibration error compares predicted probabilities with the observed event frequencies. The averages over five folds were calculated for comparison. The 95% confidence intervals were calculated using the approach of Hanley and McNeil [39], [40]. Statistical significance was evaluated using t-test and p values below 0.05 were considered as statistical significance.

Due to patient privacy in multiple hospitals, the data in the study are not available to the publicity. The processing pipeline and model implementations were based on standard model libraries and scripts in Python and MATLAB. The statistical analysis code used in the study is available from the corresponding author on reasonable request.

III. Results

A. Performance Evaluation

We compute all performance measures for each 6-hour time interval between 12-96 h after cardiac arrest. To quantify the stability of these performance measures, we perform 5-fold cross validation. The reported AUC-ROC and calibration errors are averages over the 5-folds, with accompanying confidence intervals and standard deviations. We compared performance of several state-of-the-art time dependent models (Temporal Convolutional Network (TCN), Sequence of Generalized Linear Models (SGLM) with Elastic net regularization) and the baseline model (Random Forest).

Sequences of Bi-LSTMs outperformed the other models (Fig. 3a). Sequences of Bi-LSTMs, Sequences of TCNs, and SGLM with Elastic net were all able to leverage long term temporal dependencies to improve predictions. The performance of these three models increased approximately monotonically with time. The other two models with short-term time dependencies (independent Bi-LSTMs and TCNs) and Random Forest achieved better performance in time-ranges: approximately 24-42 h and 66-78 h after cardiac arrest. The look-back strategy implemented in the Bi-LSTMs model was able to effectively leverage historical predictions and provide a trajectory of outcome risk for individual patients.

Performance of the various models was similar early after cardiac arrest (before 18 h), while performance of the Bi-LSTM model moderately increased to 0.87 (95% confidence interval, 95% CI: 0.84-0.89, standard deviation, std: 0.03) at 42 h and reached its maximum value of 0.88 (95% CI: 0.85-0.91, std: 0.03) at 66 h. The AUC improvement of the sequence of Bi-LSTM model at 66h compared to Bi-LSTM, sequences of TCNs, TCN, SGLM with Elastic net, and Random Forest was 0.03*, 0.02, 0.08*, 0.02, and 0.07*; where * indicates passing a test of statistical significance ($p < 0.05$, t-test).
Although predictions made by the model are probabilities, it is customary to compare these to thresholds and report the statistical performance of the resulting binary predictions. Doing this, performance of the model at 66 h was as follows.

For predicting poor outcomes, at specificity thresholds of 99%, 95%, and 90%, the models sensitivity was 32%, 55%, and 62%, respectively; whereas at sensitivity thresholds of 99%, 95%, and 90%, specificity was 23%, 47%, and 62%. For predicting good outcomes, at specificity thresholds of 99%, 95%, and 90%, sensitivity was 17%, 47%, and 62%; whereas at sensitivity thresholds of 99%, 95%, and 90%, specificity was 19%, 48%, and 70%.

The improvement of all models with increasing time provides evidence that leveraging long-term time dynamics of EEG data varied over time (Fig. 3b). The numbers of patients increased initially and decreased later, reaching a maximal value of 826 during the time period 24–30 h. The ROC curves at different times are shown in Fig. 3c.

B. Calibration Risk

Model calibration was evaluated by comparing the predicted probability of a poor outcome with the proportion of patients who had a poor outcome. We compared calibration curves at different time intervals and calculated calibration errors to quantify performance (Fig. 3d). Calibration error was defined as the absolute deviation from the diagonal line, which represents perfect calibration (lack of systematic errors of over- or under-prediction). Model calibration improved from 12 h to 60 h and deteriorated after 60 h. Calibration error at 66 h was 0.04. Our proposed model was well calibrated, with good agreement between the observed proportions of poor outcomes and predicted probabilities of poor outcomes.

C. Subgroup Analysis

Having investigated overall performance on the whole cohort, we next investigated prediction performance in individual...
patients and CPC groups. Fig. 4a makes evident qualitatively (in a colormap) that the sequence of Bi-LSTM prediction probabilities over time in all individual patients. For some patients identified initially as having a low predicted probability of a good outcome, the predicted probability of a good outcome increases progressively as additional observations come in over time, and in general, predicted probabilities are more accurate at later time points. These results support our starting hypothesis, that leveraging long term EEG dynamics can improve prediction performance of neurologic prognostication models. While model predictions generally agree well with observed outcomes, in keeping with the probabilistic framework, the models predictions are not infallible. Poor outcomes occasionally occur despite confident predictions of a good outcome, and vice versa (Fig. 4a).

Next, we grouped outcome prediction probabilities by CPC scores (Fig. 4b). The mean predicted probability of poor outcome within each CPC group was consistent with the
Fig. 4. Prediction probabilities of poor outcome over time for individual patients and individual CPC groups. a, Individual prediction probabilities of poor outcome can change over time. Each row shows the output probabilities from our model for one patient over consecutive 6h blocks, the darker the color, the higher the predicted probability of poor outcome. Patients in each outcome group are sorted based on the mean prediction probabilities. Generally, the group with poor outcomes has substantially higher predicted probabilities of poor outcomes. b, Predicted probabilities over time, grouped by final CPC scores. A CPC score of 1 denotes good recovery while CPC score of 5 denotes death. The overall mean predicted probabilities were consistent with the expected order of CPC scores.

Fig. 5. Model performance of out-of-hospital cardiac arrest and in-hospital cardiac arrest over time.

The performance of the out-of-hospital cohort were better than those of the in-hospital cohort. The performance of the in-hospital cohort were similar over the time intervals after CA while those of out-of-hospital cohort increased moderately over time and reached a best AUC of 90% [88%, 93%] at 66 hours after CA.

We last investigated whether model performance varied across patients cared for at different institutions. Model performance varied between institutions (Table II). Notably, outcomes were most predictable early (0-24 hours) on within the two Dutch hospitals (UTW, RIJ), reaching an AUC of 89% by 24 hours, whereas outcome predictability reached only AUC of 66% within the Belgian hospital (ULB).

D. Visualization

The modeling framework was inspired by actual clinical decision making, which considers current EEG information in context with historical information to predict neurologic outcome. Model performance on five typical cases is illustrated in Fig. 6, each with a different CPC score. The mean spectrograms and corresponding EEG snapshots are shown. From the figure, we see that the prediction probabilities follow the rank order of neurologic outcomes (CPC scores).

The first two patients with good outcomes (CPC 1 and 2) had continuous EEG patterns with normal amplitudes during recovery. Early improvements to continuous EEG patterns usually indicate a good outcome. Their spectrograms demonstrate improving power in low frequency bands. Prediction probabilities of poor outcomes were consistently low for both patients over time. The patient with CPC 3 had isoelectric EEG early at 12-24 h after cardiac arrest. Early isoelectric EEG had an intermediate probability of a poor outcome. However, prolongation of the isoelectric pattern increased the
This work builds on several prior studies using quantitative analysis of EEG data to predict neurologic outcome in postanoxic coma. Most prior studies have used time-insensitive models, which make predictions based on EEG data available from specific epochs, e.g., 0-12 hours, 12-24 hours. [20], [21], [29], [31], [32] Partial exceptions are the Cerebral Recovery Index (CRI) models, of which there have been three versions [20], [21], [32], all from studies performed in the Netherlands. The first utilized 109 patients from 1 hospital; the second, 238 patients from two hospitals (UTW, RS); the third, from 551 patients from the same two hospitals (a subset of the I-CARE cohort in the present study). Unlike most prior work, the three CRI studies investigate prediction performance over time. Maximal AUC was achieved in the original CRI paper at 18 h (0.94) using a hand-crafted parametric model with 5 QEEG features [20]; at 12 h (0.92) in the second CRI using random forest model employing 9 QEEG features [21]; and at 12 h (0.94) in the third CRI employing 44 features in a random forest model, supplemented with a feature selection procedure (LASSO regression) [32]. In contrast to the present work, none of the three CRI models attempted to leverage temporal trends to improve prediction performance over time.

In more recent work [29], the CRI authors utilized data from 895 patients from 5 Dutch hospitals, to train a convolutional neural network (CNN) to predict neurologic outcome at two time points (12 and 24 hours). The authors also tried concatenating EEG inputs from 12 and 24 hours. Maximal performance on the validation set was achieved at 12 hours (AUC 0.92); though performance for the model that combined information from 12 and 24 hour was essentially the same (AUC 0.91). However, the authors did not explicitly investigate the prognostic value of EEG trends and did not attempt to leverage the full temporal evolution of the EEG; it is possible that even better performance could have been achieved by...
leverage temporal trends. One recent study that did explicitly attempt to construct a time-sensitive model utilized data from 438 patients from four US hospitals, to train a sequence of Generalized Linear Models (SGLM) with 52 QEEG features as input (with elastic net feature selection). [31] The time-sensitive SGLM model demonstrated monotonically improving prediction over time, by making use of a memory bank of progressively more EEG feature vectors from prior epochs, and achieved a maximal AUC of 0.83 by 72 hours. The predictive performance of individual features recorded at different time points changed over time, indicating that the discriminative power of EEG data is both time-dependent and feature-specific. On the same data set, the time-sensitive model performed better than a random forest model based on the second CRI model (AUC 0.83 vs. 0.74, respectively). In addition to measuring performance by AUC, the SGLM paper also introduced the concept of model calibration (how well the predicted probability of good or poor outcome agrees with the observed frequency of outcomes) as a key indicator of model performance, arguing that such probabilistic information is more relevant to clinical decision making than simple binary predictions (with accompanying measures of sensitivity and specificity). The SGLM model was shown to have excellent calibration across the initial 72 hours of EEG monitoring, superior to several time-insensitive approaches [31].

In the current study, we utilized data from 1038 patients from 7 hospitals in 3 countries, the largest and most diverse dataset assembled to date to develop machine learning models to predict neurologic outcome in postanoxic coma. We directly compared a wide variety machine learning models on the same data, including several of the prior best performing models (e.g. random forest and SGLM), in addition to several new model types. Best performance was achieved by a time-sensitive model Bi-LSTM model, which showed monotonically improving prediction over time, by making use of a memory bank of progressively more EEG feature vectors from prior epochs, and achieved a maximal AUC of 0.83 by 72 hours. The predictive performance of individual features recorded at different time points changed over time, indicating that the discriminative power of EEG data is both time-dependent and feature-specific. On the same data set, the time-sensitive model performed better than a random forest model based on the second CRI model (AUC 0.83 vs. 0.74, respectively). In addition to measuring performance by AUC, the SGLM paper also introduced the concept of model calibration (how well the predicted probability of good or poor outcome agrees with the observed frequency of outcomes) as a key indicator of model performance, arguing that such probabilistic information is more relevant to clinical decision making than simple binary predictions (with accompanying measures of sensitivity and specificity). The SGLM model was shown to have excellent calibration across the initial 72 hours of EEG monitoring, superior to several time-insensitive approaches [31].

Fig. 6. Model performance on sample patients. Each row illustrates the mean multi-taper spectrogram and EEG waveforms in multiple time blocks. At the bottom of each spectrogram, prediction probabilities of the model for the corresponding EEG segments are shown. The time length of EEG snapshots was 10 s while the spectrograms spanning a 5-min time window are shown. Generally, continuous EEGs had low prediction probabilities of poor outcomes while burst-suppression patterns and epileptiform discharges produced high prediction probabilities of poor outcomes.
cally increasing performance up to 66 hours. The Bi-LSTM model performed slightly better than the time-sensitive elastic net model (AUC 0.88 vs. 0.86, respectively). In addition, the Bi-LSTM model was superior to other state-of-the-art machine learning models (sequence of TCN and Random Forests).

It is important to note that model prediction statistics (e.g., AUC values) cannot be directly compared across prior studies. Important differences between studies include: 1) The current data set is larger; 2) the current data set is more heterogeneous, coming from seven hospitals and three different countries. Indeed, our data suggest that predictability of neurologic outcome likely varies substantially between centers, thus between-center heterogeneity may be consequential. Possible reasons for differential predictability include differences in patient characteristics, care practices, and decision-making regarding withdrawal of care. Careful future study of this issue is warranted. 3) Model training and validation strategies differ across studies. 4) Model evaluation practices differed across studies. An important feature of the original elastic net study and the current Bi-LSTM model lacking in prior studies is the emphasis on model calibration. Calibration provides a measure of a models ability to provide clinically relevant probabilistic estimates of risk, which can be done at the individual patient-level and across all predicted probabilities, without artificially imposing pre-specified binary thresholds.

Our study has several important limitations. 1), As seen in Fig. 4a, prediction is not perfect; there exist cases where model fails to make the correct prediction consistently throughout EEG monitoring. It is possible that calibrating the general-purpose model developed herein to characteristics of individual patients could further improve prediction performance. 2), Our model utilized only EEG information. Baseline patient and treatment characteristics are also associated with outcome after cardiac arrest, e.g., location of arrest, first recorded rhythm, time from 911 call to sustained restoration of circulation, and method of induced hypothermia/targeted temperature management. Incorporating a wider array of information might further improve outcome predictability. However, not all of these clinical variables were available due to different data collection protocols in different centers. 3), In the present study we focused on nine clinically interpretable EEG features. We did not include all features known to be associated with poor outcomes. For example, as mentioned above, we did not quantify similarity between bursts in burst suppression. Similarly, although we included information about the frequency of epileptiform discharges and background amplitude, we did not explicitly account for the periodicity of discharges, nor did we explicitly construct a feature which looked for the conjunction of generalized periodic discharges and a flat or low voltage background, another pattern strongly associated with poor outcomes. [9], [11] It is possible that including information about such features more explicitly would further improve model performance. 4), It is possible that additional ‘data driven’ features, beyond those described in the literature, might further improve model performance. Some prior EEG studies (outside the field of cardiac arrest prognostication) have developed hybrid deep neural networks which combine convolutional neural networks (CNN) and recurrent neural networks (RNN) for EEG time series, where EEG features are automatically learned from raw waveforms with CNN and time dependencies between are modeled with RNN models. Such hybrid network architectures (CNN-RNN) have been validated in some time series applications [41], [42], and this is a promising future direction for our work. 5), Treating physicians were not blinded to EEG results in the present study, and thus may have used these results for decision making regarding continuation of life-sustaining treatment. Therefore, we could not exclude the risk of self-fulfilling prophecies introducing model prediction bias. 6), The EEG data were collected at different clinical sites, not as part of a single unified study. Therefore, we have evaluated the model performance on the data from independent studies. But the generalization of the proposed model should be further evaluated on more heterogeneous patient cohorts from different clinical centers. 7), The proportion of patients with good outcome was comparable to other studies in the literature [29], [31].

Use of sedatives is common in comatose cardiac arrest patients, however, the effect of sedatives on neurological outcomes have not been quantified, e.g., whether propofol is beneficial or harmful in patients with cell and organ injury after resuscitation from cardiac arrest is unknown. [43] Use of sedatives might have affected the EEG signals used in our prediction models and might impact the generalizability of the study results. [44] Recent studies suggest that the influence of sedatives on EEG patterns does not significantly affect neurological prognostication performance. [37], [45], [46] Nevertheless, usage and dosing of sedative drugs varies across sites, and the effects of propofol and other sedatives in individual critically ill patients varies, thus further investigation of individual-level effects and effect variation across medical centers remains an important topic for investigation.

In the past few decades, neurologic prognostication after cardiac arrest has progressed towards a multimodal paradigm based on integrating information from the clinical examination (e.g. the pupillary light and corneal reflex) with information from other modalities, e.g. somatosensory evoked potential, brain imaging [47]–[50]. Given that different modalities have strengths and weaknesses, multimodality assessments may provide more reliable neurologic prognostication by combining clinical evidence from multiple complementary information sources [7], [51], [52]. Future work on developing more robust multimodal outcome prediction models should focus on well-designed deep learning models that integrate rich, large-scale healthcare data [24], [53], [54] from various institutions to encompass wider practice variations and a broader range of patient phenotypes to improve model performance.

V. Conclusion

In conclusion, we developed a time-sensitive deep learning model for neurological outcome prediction in coma patients after CA with sequences of Bi-LSTMs, which can learn the long-term EEG dynamics during the progressive course of coma recovery. Model performance was evaluated on a large, multicenter, international cohort, and the model showed
excellent agreement between its probabilistic predictions and the observed rate of good and poor neurologic outcomes. Our results demonstrate that time-sensitive deep neural networks can extract valuable information from the EEG in patients with coma following cardiac arrest, to provide accurate predictions about the potential recovery of neurologic function.

References


