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Abstract— In this paper, we review different classification
methods for emotion recognition from EEG and perform a de-
tailed comparison of these methods on a relatively larger dataset
of 45 experiments. We propose to combine the classifiers using
stacking to improve the emotion recognition accuracies. Exper-
imental results show that the combination of classifiers using
stacking can achieve higher average accuracies than that with-
out stacking methods. The weights derived from the classifiers
are investigated to extract the relevant features and present their
biological interpretation as critical brain areas and critical fre-
quency bands.
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I. INTRODUCTION

Emotion plays an important role in our daily life, espe-
cially for human communication. However, the current hu-
man computer interactions (HCI) lacks of emotional intelli-
gence, which has an ability to detect and response to users’
emotional states. Although the emotion research can be dated
back to the 19th century [1], the introduction of emotion into
HCI has only happened in recent decades [2]. This trend tries
to narrow down the emotional gap between human and com-
puters. One of the key challenges is emotion recognition. In
the past decades, many approaches to emotion recognition
have been proposed based on different modalities (e.g., facial
expression, gesture, voice, physiological signals) [3]. Among
these approaches, EEG-based emotion recognition, which al-
lows direct assessment of cognitive states of users, has gained
more and more attention recently [4, 5]. Emotional brain-
computer interfaces can integrate brain computer interfaces
with emotion factors.

In general, there are two primary aims we focus in emo-
tion recognition from EEG. One is to improve the accura-
cies of emotion classification and have a good generaliza-
tion on the new data, and the other is to interpret critical
features with respect to the cognitive processes under study.
So far, many EEG-based emotion recognition methods have
been proposed. For example, Wang et al. [6] compared three

types of EEG features (power spectrum features, wavelet fea-
tures, nonlinear dynamical features) with SVM classifiers
and proposed an approach to track the trajectory of emotion
changes with manifold learning. Lin et al. [4] extracted power
spectrum density and asymmetry features of five frequency
bands and employed two classifiers, multilayer perceptron
and SVM, to classify four emotional states. However, a major
limitation of these methods is that only a handful of features
and classifiers have been compared in each study. Addition-
ally, most studies evaluate their methods on different dataset,
so the results of these studies cannot be compared directly
due to different setups of experiments. It is difficult to judge
which types of features and classifiers are most appropriate
for EEG-based emotion recognition. Although recently Jenke
et al. [7] have presented a complete review of feature extrac-
tion methods and performed a systematic comparison of fea-
tures on one database, there is still a lack of detailed compar-
ison of classification methods for emotion recognition from
EEG.

In this work, we aim for a systematic comparison of clas-
sification methods used for EEG-based emotion recognition
and perform a qualitative evaluation of different classifiers
on a relatively large EEG dataset of 45 experiments. There-
fore, the performance of different classifiers can be compared
in a unified framework. Since different classifiers may have
different discriminative power for emotion classification, we
further propose an approach to combine the classifiers using
stacking [8, 9] to improve accuracy and have a robust gener-
alization. Moreover, we perform a contrastive analysis of the
weights derived from the classifiers as a way to detect and
extract the most relevant features for classification and their
biological interpretation.

II. METHOD

A. Feature Extraction

The raw EEG data was firstly down-sampled to 200Hz. In
order to filter the noise and remove the artifacts, trials that
contain large amplitude are removed and the EEG data are
processed with a bandpass filter between 0.3Hz to 75 Hz.



Then we extract each segment corresponding to each trial of
the experiments. We further extract features from the prepro-
cessed EEG segments.

According to our previous studies [5, 10], differential en-
tropy (DE) features outperform other conventional EEG fea-
tures such as power spectral density. Since our focus is to
evaluate the performance of different classifiers, here, we em-
ploy the DE features as the input of the classifiers. Duan
et al. [10] have proven that, for a fixed length EEG seg-
ment, DE is equivalent to the logarithm energy spectrum
in a certain frequency bands. So DE feature can be com-
puted in five frequency bands (delta: 1-3Hz, theta: 4-7Hz,
alpha: 8-13Hz, beta: 14-30Hz, gamma: 31-50Hz) with a non-
overlapped Hanning window of one second. Each frequency
band signal has 62 channels, so we can extract 310-dimension
DE features for each sample.

B. Classifiers

We use ten types of classifiers that differ according to their
functioning principles, search strategies, and efficiency con-
siderations. The classifiers selected, as implemented in the
scikit-learn software [11] programmed in Python language,
are:

• Regularized logistic regression with (Ll1) [12]
• Linear discriminant analysis (LDA)
• Quadratic discriminant analysis (QDA)
• k-nearest neighbor classifier (KNN) algorithm using the

Euclidean distance
• Support Vector Machine (SVM) [13]
• Gaussian naive Bayes classifier (GNB)
• Decision tree (DT)
• Regularized linear models with stochastic gradient de-

scent (SGD) learning [14].
• Random forests (RF) [15].
• Gradient boosting (GB) [16].

Different setups where used for the classifiers. The pa-
rameters determining the differences between the variants of
the classifiers are described in Table 1. When no information
about the parameters is provided in Table 1, the classifiers
were applied with their defaults parameters in scikit-learn1.

The classifiers investigated cover the methods most com-
monly applied to BCI implementations [17]. Some of these
classifiers consider interactions between the features, some
others incorporate regularization techniques, or take into ac-
count similarity metrics between the data.

1See http://scikit-learn.org/stable/index.html for
more details on the code.

Table 1: Parameters used by the classifiers where k is the number of
neighbors, loss is the loss function to be used,md is the maximum depth,

and ne is the number of estimators.

Class. Params Class. Params
1 LR Norml1 14 SGD loss = hinge
2 Norml2 15 RF md = 5,ne = 50
3 LDA 16 md = 7,ne = 80
4 QDA 17 md = 7,ne = 100
5 KNN k = 5 18 md = 7,ne = 120
6 SV M linear 19 md = 9,ne = 150
7 poly. 20 md = 5,ne = 10
8 rb f . 21 md = 5,ne = 15
9 GNB 22 md = 9,ne = 10
10 DT md = No. 23 GB ne = 25
11 md = 5 24 ne = 30
12 SGD loss = log 25 ne = 40

C. Stacking

Several methods have been proposed for the combination
of classifiers [18]. One of these methods is stacking [8, 9],
where classifiers are organized in two different layers. There
is a first level layer comprising classifiers that are learned
from the data, and a second layer where another classifier is
learned from the output of the first-level classifiers. The clas-
sifiers in the first layer are usually called first-level learners,
while the classifier in the second layer is called second-level
learner, or meta learner [18]. The detailed procedure of stack-
ing algorithms is shown in Algorithm 1. It should be noticed
that the predicted value of a given trial should be the output
of classifiers not trained on that trial through cross-validation
in order to avoid overfitting.

Algorithm 1: Stacking method

1 Divide the current training data into two different data
sets Tr1 and Tr2

2 For each of the m first-learners
3 Train the classifier using Tr1 and Tr2, respectively
4 Output the predictions Pre Tr1 and Pre Tr2 of the

classifier for Tr1 and Tr2, respectively
5 Train the classifier using the whole training data
6 Output the predictions Pre Te of the classifier for

the test data
7 Create the second-level dataset with the first-level

predictions Pre Tr1, Pre Tr2, Pre Te
8 Learn the metalearner using the second-level dataset

Pre Tr1 and Pre Tr2
9 Output the predictions of the test data as represented

Pre Te.



In this paper, we are interested in the investigation of the
following two different problems: 1) Whether the combina-
tion of classifiers can improve the accuracy of single clas-
sifiers. 2) Whether some classifiers are more accurate when
used as metalearners than used as single classifiers. There are
two ways to implement stacking method. Metalearners can
be trained with the output label or output probability of the
first-level learners, which are represented as Stack Lab and
Stack Pro, respectively in this paper. With this end, we eval-
uated the behavior of all classifiers as metalearners.

III. EXPERIMENT RESULTS

A. Experimental framework

We evaluate the performance of different classification
methods on an emotion EEG dataset proposed in our previ-
ous studies [5, 10]. In total, fifteen subjects (7 males and 8
females; MEAN:23.27, STD: 2.37) participated in the exper-
iment. For each subject, three sessions are repeated with an
interval of about a week between them. Therefore, the dataset
contains 45 experiments of EEG recordings for 3 different
emotions (positive, neutral and negative) while subjects are
watching emotional movie clips. The EEG data are recorded
using NeuroScan System at a sampling rate of 1000Hz from
62-channel electrode cap according to the international 10-20
system. A more detailed description of the dataset is given in
our previous work [5, 10].

After feature extraction from the raw EEG data, we further
train different classification methods with the training and test
data from different trials of the same experiment. The training
data contains 9 trials of data while the test data contains the
rest 6 trials of data from the same experiment.

B. Performance of different approaches

We firstly compare the performance of different single
classifiers for EEG-based emotion recognition. The column
“No Stack” in Table 2 shows the average accuracies of dif-
ferent single classifiers. The results shows that LR with norm
l2, SVM and RF outperform other classifiers with the mean
accuracies of 0.8126, 0,7997 and 0.7874, respectively. We
observe that the performance of SVM with linear kernel is
slightly better than SVM with polynomial and RBF kernel.

Considering the diversity and robustness of the evaluated
24 variants of classifiers, we propose to select some efficient
variants as the first-level learners for stacking instead of all
the variants according to the performance of single ones. The
selected variants of classifiers as first-level learners are listed
in bold in Table 2. We select 2 variants of LR, 3 variants of
SVM, 1 KNN, 3 variants of GB and 3 variants of RF as first-
level learners. For metalearners, we evaluated the behavior of

Table 2: The average classification accuracies of 45 experiments for
different classification methods, where md is the maximum depth, and ne is

the number of estimators. The variants of classifiers in bold indicate the
first-level learners we select for stacking

Classifiers No Stack Stack Lab Stack Pro
LR-l1 0.7811 0.7693 0.7948
LR-l2 0.8126 0.7550 0.8218
QDA 0.5937 0.3172 0.7110
LDA 0.7274 0.7392 0.7193
KNN-5 0.7103 0.7737 0.7822
SVM-linear 0.7997 0.6075 0.8067
SVM-poly 0.7880 0.5910 0.5666
SVM-rbf 0.7963 0.7858 0.7972
GNB 0.6625 0.7149 0.5327
DT md=no 0.6447 0.7318 0.7320
DT md=5 0.6566 0.7369 0.7317
SGD log 0.3795 0.5594 0.8020
SGD hinge 0.3968 0.6792 0.8099
RF md=5 ne=50 0.7781 0.8092 0.8156
RF md=7 ne=80 0.7866 0.8165 0.8163
RF md=7 ne=100 0.7872 0.8205 0.8157
RF md=7 ne=120 0.7874 0.8089 0.8130
RF md=9 ne=150 0.7806 0.8106 0.8151
RF md=5 ne=10 0.7817 0.8112 0.8160
RF md=5 ne=15 0.7741 0.8088 0.8160
RF md=9 ne=10 0.7581 0.8068 0.7936
GB ne=25 0.7060 0.7919 0.7510
GB ne=30 0.7027 0.7968 0.7740
GB ne=40 0.7044 0.8029 0.7603

all variants as metalearners. The results of stacking are shown
in Table 2. We can see that almost all classifiers with stack-
ing can achieve higher average accuracies than that with-
out stacking methods, which shows its efficiency for emotion
classification. Stacking with output label of first-level learn-
ers achieves slightly better performance than that with output
probability. The best average accuracies of single classifiers,
stacking with label and stacking with probability are 0.8126,
0.8112 and 0.8218, respectively.

C. Feature relevance analysis from the classifiers

In this section, we aim to investigate the critical features
associated with emotion recognition on the interpretation of
weight vectors of the classifiers. We choose logistic regres-
sion with the norm l2, SVM with linear kernel, SVM with
RBF and random forest, since these classifiers achieve com-
paratively high accuracies. To clearly explore the weight dis-
tributions of the classifiers, we project the absolute average
weight vectors of the classifiers to the brain scalp. The topo-
graphic plots of weights from LR-l2, SVM-linear, SVM-RBF
and RF are shown in Figure 1.



From the weight distributions, we can extract the relevant
features in emotion recognition. We find that the relevant fea-
tures of different classifiers are very similar. These results
show that most relevant channels locate on the lateral tem-
poral and prefrontal brain areas and the critical frequency
bands are beta and gamma bands. These findings are con-
sistent with our previous studies [5, 10, 19]. Additionally, the
weights of LR-l2, SVM-linear and SVM-RBF indicate some
relevant features in delta bands except for RF.

Fig. 1: The weight distribution of LR-l2, SVM-linear, SVM-RBF and RF

IV. CONCLUSIONS

In this paper, different classification methods for emo-
tion recognition from EEG have been evaluated on a rela-
tively large dataset. We have presented a quantitative analy-
sis comparing a wide range of classification methods that use
machine learning techniques. We have also investigated the
combination of the classifiers by stacking. The experimen-
tal results show that the stacking approach can improve the
performance with respect to single classifiers. Moreover, we
have proposed how to identify the relevant features from the
weight vectors of the classifiers, which indicate the critical
brain areas and critical frequency bands.
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